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Abstract
This paper develops a two-sector small open-economy dynamic stochastic model with permanent technology shocks and price rigidities that allows for simulation of the differential productivity growth (Balassa-Samuelson-type productivity improvement). The model is calibrated for a typical Accessing country to see whether the Balassa-Samuelson effect poses a threat to fulfilling the inflation Maastricht criterion when the policy is committed to achieve the inflation objective. In addition, optimal policy is derived for a benchmark parameterization of the model. The results show that productivity growth differential need not generate the inflationary effects that represent significant risks to fulfilling Maastricht criteria in the ERM II.
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1 Introduction
New EU member countries will eventually set on a path of entry to the Euro zone. Thus far, only Estonia, Lithuania and Slovenia have entered the ERM II system and chosen a strategy of fast entry to the Euro area. Other countries postponed this decision due to a number of reasons. As one of the main issues in this respect the economic policy debate stresses potential problems with compliance with the Maastricht inflation criterion due to the Balassa-Samuelson effect (BS effect hereafter). Underlying reasoning is the following: The BS effect implies higher average inflation rates and a fast adoption of the Euro would expose a country to the risk of inappropriately low nominal, and thus real, short-term interest rates (ECB, 2004). Ensuing demand and asset price booms could potentially destabilize the economy and impose important welfare costs. This paper shows that a path of low nominal and real interest rates in presence of the BS effect does not act destabilizing on the economy.
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On the contrary, low interest rates are consistent with the optimal monetary policy response under commitment to the equilibrium process of real exchange rate appreciation.

In recent years there have been many empirical and theoretical contributions analyzing the causes for sizeable appreciations of real exchange rates (see Coricelli and Jazbec, 2001, DeGregorio et al., 1994, Canzoneri et al., 2001 and Egert, 2002 among others). The Balassa-Samuelson effect has often been found as one of the most important causes even though empirical evidence is not conclusive (see Mihaljek and Klau, 2004). Wagner and Hlouskova (2004) find that the BS effect may contribute only about half a percent per annum to the observed inflation differentials between the new EU member countries and the Euro area. In addition, Čihák and Holub (2001), who analyze in detail the required convergence in relative prices to the European level in the next decade, find that much of the adjustment in relative prices (and ensuing inflation differential) cannot be simply attributed to the pure BS effect i.e. pure working of tradable-nontradable productivity growth differential. Adjustment of administered and regulated prices can account for an important share of excess inflation. Policy implications drawn from the model presented in this paper are valid also in presence of such sources of real appreciation.

The first step in the direction of analyzing alternative monetary policy rules in presence of the BS effect in an explicit modelling framework is the paper by Natalucci and Ravenna (2002). They build a two-sector dynamic stochastic general equilibrium model for a small open economy and calibrate it for the Czech Republic. This allows them to compare fixed exchange rate regime and various specification of Taylor-type rules in presence of differential productivity growth between tradable and non-tradable sector. Their basic conclusion is that the presence of the BS effect causes such a high exchange rate - inflation variability trade-off that it is very unlikely that the new member states will comply with the Maastricht criteria even if the countries sacrifice some growth for this goal. In the model of Natalucci and Ravenna, however, real appreciation in response to their simulation of BS effect is not an equilibrium process. On the contrary, it is a consequence of a large deviation from the equilibrium. It is thus not surprising that they find such implausible effects. The present model constructs real exchange rate appreciation as the equilibrium process and the central bank attempts to stabilize the real exchange rate around the equilibrium path and does not attempt to revert it to the old steady state. Contrary to the findings of Natalucci and Ravenna (2002), the result show that, under the condition that the central bank is able to commit to optimizing the objective function, the BS effect need not impose considerable threats to fulfilling the inflation Maastricht criterion.

This paper essentially builds a simple two-sector small open-economy model with price staggering and non-stationary productivity process. It is calibrated assuming parameter values deemed reasonable for new member countries. The model has four important characteristics. First, I analyze optimal inflation targeting instrument rules under commitment. In addition, following Gali and Monacelli (2005) the optimal objective function for the central bank is derived with the second-order approximation to the utility function under the basic parameterization of the model. Monetary authority thus reacts to shocks optimally. Second, in line with empirical evidence the model assumes that monetary policy has only a lagged effect on inflation (2 quarters) and domestic demand components (1 quarter). This type of specification is motivated by Svensson (2000) and Woodford (2003). Similar motivation for reduced form model equations is used also by Ireland (2003) and Ehrmann and Smets (2003).
Third, the modeling framework allows for market power also in the tradable sector, which has become a standard approach in new open macroeconomics literature. Thus, the law of one price does not automatically hold for tradable goods and deviations from it account for an important part of macroeconomic adjustment. Fourth, the model in this paper allows for permanent sector-specific shocks (hence not only for very persistent), which implies that it enables a proper simulation of the Balassa-Samuelson scenario i.e. as an equilibrium-driving process. This is an important difference with existing literature because when optimizing under perfect foresight the policy maker takes into account that productivity shocks are truly permanent and that sectoral relative prices are nonstationary. Natalucci and Ravenna (2002) construct the Balassa-Samuelson experiment by pushing a stationary process of tradable productivity very far away from equilibrium with a sequence of positive productivity shocks for 40 quarters. This means that at the time when tradable productivity is supposed to reach a new steady state value (in 10 years) is in fact the farthest away from the steady state. The tradable productivity increase is thus not constructed as equilibrium-driving process. In the present case, however, a differential productivity shock induces true convergence to new steady state. It is thus not surprising that results in this paper differ substantially from theirs.

The results shows that the presence of Balassa-Samuelson effect per se need not imply a higher inflation rate along the adjustment path. As such, differential productivity growth need not present a threat to fulfilling the Maastricht criteria. It is, however, possible that a tight fluctuation band in the ERM 2 system of exchange rate would require suboptimal responses of monetary policy.

The paper is structured as follows. Section 2 presents the derivation and calibration of the model and presents the design of monetary policy. Section 3 discusses the results and Section 4 concludes.

2 The model

2.1 Demand side of the economy

In the economy there exists a continuum of differentiated nontradable goods \( C^N(i), i \in [0,1] \), tradable home-produced goods \( C^H(i), i \in [0,1] \) and tradable imported goods \( C^F(i), i \in [1,2] \). The representative consumer maximizes

\[
E_{t-1} \sum_{\tau=0}^{\infty} \delta^\tau \bar{U} \left( \bar{C}_{t+\tau}, \frac{M_{t+\tau}}{P^C_{t+\tau}}, W(l_{t+\tau}) \right)
\]

subject to a flow budget constraint

\[
E_{t-1} \left( P^C_t C_t \right) + E_{t-1} M_t + E_t (\alpha_{t+1} D_t) \leq E_{t-1} W_t (l^H_t + l^N_t) + E_{t-1} D_t + M_{t-1} + E_{t-1} T_t
\]

Consumers/producers draw their income from employment in tradable and nontradable sectors where they are paid the wage rate \( W_t \) that is assumed to be common across sectors due to perfect factor mobility. The assumption of homogeneous labor market and economy-wide wage equalization mechanism with flexible wages makes the model particularly informative.
about implications productivity growth differential has for optimality of monetary policy as the model exhibits an upper limit for the Balassa-Samuelson effect in the short run. As owners of production technology they also receive residual profits and accrues interest payments on bond holding. All these nominal payoffs in period \( t \) of the portfolio held at \( t - 1 \) are denoted by \( D_t \). \( \Xi_{t,t+1} \) is the stochastic discount factor for nominal payoff. Wealth is also held in money balances \( M_t \). It is assumed that demand is predetermined one period.

\( \hat{U} (\cdot) \) is additively separable in its components. The sub-utility function of consumption incorporates perfect habit formation: \( U \left( \frac{C_t}{Z_t^C} \right) \equiv (1 - \frac{1}{\theta \sigma})^{-1} (C_t/Z_t^C)^{1-\frac{1}{\sigma \theta}} \). More precisely, real consumption \( C_t \) enters the utility function stochastically detrended: \( \hat{C}_t \equiv \frac{C_t}{Z_t^C} \). The scaling variable \( Z_t^C \) is defined below and ensures a constant steady-state level of utility.

\( \hat{C} = \left[ (1 - \lambda)^{\frac{1}{\sigma T}} \frac{C_T^{\frac{1}{\theta T}}}{C_T^{\frac{1}{\theta T}}} + \lambda^{\frac{1}{\sigma T}} C_N^{\frac{1}{\theta N}} \right]^{\frac{\sigma T}{\sigma T - 1}} \); \( \hat{C}_T = \left[ (1 - \omega)^{\frac{1}{\theta T}} \frac{C_T^{\frac{1}{\theta T}}}{C_T^{\frac{1}{\theta T}}} + \omega^{\frac{1}{\theta T}} C_F^{\frac{1}{\theta T}} \right]^{\frac{\sigma T}{\sigma T - 1}} \)

\( \hat{C}_N = \left[ \int_0^1 \hat{C}_N (j)^{\frac{1}{\sigma N}} dj \right]^{\frac{\sigma N}{\sigma N - 1}} \); \( \hat{C}_H = \left[ \int_0^1 \hat{C}_H (j)^{\frac{1}{\sigma T}} dj \right]^{\frac{\sigma T}{\sigma T - 1}} \)

\( \hat{C}_F = \left[ \int_1^2 \hat{C}_F (j)^{\frac{1}{\sigma T}} dj \right]^{\frac{\sigma T}{\sigma T - 1}} \)

Elasticities of substitution among tradable and nontradable varieties are denoted by \( \theta_T > 1 \) and \( \theta_N > 1 \) respectively. \( \omega \) determines the share of imports in expenditure for tradable goods \( (C_T) \), while \( \lambda \) is the share of nontradable goods in overall domestic consumption expenditure. Elasticity of substitution between nontradable and tradable goods is denoted by \( \theta_T > 0 \), the elasticity between foreign and home tradable goods is denoted by \( \theta_T > 0 \). Functional form of disutility of labor takes the form \( W (l_t) \equiv \frac{1}{1+\theta^T} \), subject to the constraint \( l_t = l_t^N + l_t^H \).

Using standard aggregation techniques from cost-minimization first-order conditions we can write the price index of scaled consumption as\(^1\)

\( \hat{P}_C = \left[ (1 - \lambda)^{\frac{1}{\sigma}} \hat{P}_T^{1-\theta} + \lambda^{\frac{1}{\sigma}} \hat{P}_N^{1-\theta} \right]^{\frac{1}{1+\sigma}} \)

where

\( \hat{P}_T = \left[ (1 - \omega)^{\frac{1}{\sigma T}} \hat{P}_H^{1-\theta T} + \omega^{\frac{1}{\sigma T}} \hat{P}_F^{1-\theta T} \right]^{\frac{1}{1+\sigma T}} \); \( \hat{P}_N = \left[ \int_0^1 \hat{P}_N (j)^{1-\theta N} dj \right]^{\frac{1}{1+\sigma N}} \)

\( \hat{P}_H = \left[ \int_1^2 \hat{P}_H (j)^{1-\theta} dj \right]^{\frac{1}{1+\sigma T}} \)

\(^1\)Because consumption components are scaled it follows that \( \hat{P}_C = P^C Z^C \). Analogous relations hold for other price indexes.
The expression for the log of aggregate CPI index can be approximated around the steady state with \( \hat{\pi}^T = \hat{\pi}^N = \hat{\pi}^F \) as:

\[
\hat{\pi}^C = (1 - \omega) (1 - \lambda) \hat{\pi}^H + \omega (1 - \lambda) \hat{\pi}^F + \lambda \hat{\pi}^N
\]

The internal price ratio is defined as \( Q_t = P_t^N / P_t^H \) and the terms of trade as \( S_t = P_t^F / P_t^H \). Their log counterparts are \( \hat{q}_t = \hat{p}_t^N - \hat{p}_t^H \) and \( \hat{v}_t = \hat{p}_t^F - \hat{p}_t^H \) respectively. Both are stochastically scaled (see below), which implies that all hatted variables denote log deviations from their corresponding natural levels. Intertemporal optimization leads to the following first-order condition

\[
\delta E_{t-1} \left[ \left( \frac{\hat{C}_{t+1}}{C_t} \right)^{-\frac{\sigma}{1-\sigma}} \left( \frac{Z_t^C P_t^C}{Z_{t+1}^C P_{t+1}^C} \right) \right] = E_{t-1} \Xi_{t,t+1} 
\]

(2.1)

Taking expectations on both sides and noting that the price of a riskless one-period bond available to consumers is equal to \( R_t^{-1} = E_{t-1} \{ \Xi_{t,t+1} \} \) this can be rearranged to obtain

\[
\delta R_t E_{t-1} \left[ \left( \frac{\hat{C}_{t+1}}{C_t} \right)^{-\frac{\sigma}{1-\sigma}} \left( \frac{Z_t^C P_t^C}{Z_{t+1}^C P_{t+1}^C} \right) \right] = 1
\]

Log-linearization of this intertemporal optimality condition yields

\[
\hat{c}_{t+1,t} = \hat{c}_{t+2,t} - \sigma \left( i_{t+1,t} - \pi_{t+1,t}^C - \Delta z_{t+1,t} \right)
\]

(2.2)

\( c_t \) denotes log of aggregate real domestic consumption and \( r_t \equiv i_t - \pi_{t+1,t}^C \) is the real (CPI based) interest rate expressed as deviation from long-run mean real interest rate \(-\log \delta\). \( \Delta z_{t+1,t} \) is the source of variations in the natural real interest rate. Note that \( \pi_t^C \) is usual inflation rate and not the change in the price index of stochastically detrended consumption. \( t \) dated rational expectations are generically denoted as \( E_t x_{t+s} \equiv x_{t+s,t} \). The nominal interest rate \( i_t \) is the instrument of the central bank. Because it is additionally assumed that the utility function is separable in its components I omit the the first-order condition that characterizes optimal holdings of money balances from characterization of the equilibrium. The logs of demand functions for domestically and foreign produced tradable goods and nontradable goods are

\[
\begin{align*}
\hat{c}_t^i &= \hat{c}_t^T - \theta^T \left( \hat{p}_t^i - \hat{p}_t^T \right), \ i \in \{H,F\} \\
\hat{c}_t^N &= \hat{c}_t - \theta \left( \hat{p}_t^N - \hat{p}_t^C \right)
\end{align*}
\]

In case of the Cobb-Douglas form of subutilities (\( \theta^T = \theta = 1 \)) the relation is exact. Moreover, it holds also for the usual price index of non-scaled consumption. This parameterization is taken as a baseline in the parameterization of the model and enables also to derive the appropriate approximation to the representative consumer’s utility function. This rather restrictive assumption is not uncommon, however, in the literature. Cobb-Douglas intratemporal utility in consumption has been used by Parraro and Velasco (2002), Obstfeld and Rogo¨ff (1998), Corsetti and Pesenti (2001), Lubik (2000) and in the final parameterization of the model also Svensson (2000). Also in these cases the reasons are of technical nature since it allows to impose balanced trade conditions and find close form solutions in welfare analysis. See also Gali and Monacelli (2002) who combine this intratemporal specification with log intertemporal utility in their welfare analysis in closed form.
Domestic demand for domestically produced traded goods is related to overall tradable consumption through

$$\hat{c}_t^H = \hat{c}_t^T + \theta^T \omega \hat{\mu}_t$$

where I have used the following relation: \(\hat{p}_t^H - \hat{p}_t^T = -\omega \hat{\mu}_t\). By plugging \(\hat{p}_t^H - \hat{p}_t^C = -\lambda (\hat{q}_t - \omega \hat{\mu}_t)\) into \(\hat{c}_t^H = \hat{c}_t - \theta (\hat{p}_t^C - \hat{p}_t^T) = \hat{c}_t + \theta \lambda (\hat{q}_t - \omega \hat{\mu}_t)\) we obtain

$$\hat{c}_t^H = \hat{c}_t + \theta \lambda \hat{q}_t + (\theta^T - \theta \lambda) \omega \hat{\mu}_t$$  \hspace{1cm} (2.3)

By analogy, the expected change in (log) demand for nontradable goods is

$$\hat{c}_t^N = \hat{c}_t + \theta (\omega (1 - \lambda) \hat{\mu}_t - (1 - \lambda) \hat{q}_t)$$  \hspace{1cm} (2.4)

where the expansion \(\hat{p}_t^N - \hat{p}_t^C = (1 - \lambda) \hat{q}_t - \omega (1 - \lambda) \hat{\mu}_t\) was used. Using these decompositions and inserting them to (2.2) yields the following expressions

$$\hat{c}_{t+1/t}^H = \hat{c}_{t+2/t}^H - \sigma (i_{t+1/t} - \pi_{t+2/t}^H - \Delta z_{t+2/t}) - \omega [\theta^T - \theta \lambda - \sigma (1 - \lambda)] \Delta \hat{\mu}_{t+2/t}$$  \hspace{1cm} (2.5)

$$\hat{c}_{t+1/t}^N = \hat{c}_{t+2/t}^N - \sigma (i_{t+1/t} - \pi_{t+2/t}^N - \Delta z_{t+2/t}) - (\theta - \sigma) (1 - \lambda) \omega \Delta \hat{\mu}_{t+2/t}$$  \hspace{1cm} (2.6)

The model assumes complete financial markets that enable perfect risk sharing. Thus, a condition analogous to (2.1) must hold also for the world economy

$$\delta E_{t-1} \left[ \left( \frac{C_{t+1}^*}{C_t^*} \right)^{\frac{1}{\sigma}} \left( \frac{\epsilon_t P_t^*}{\epsilon_{t+1} P_{t+1}^*} \right) \right] = E_{t-1} \Xi_{t,t+1}$$  \hspace{1cm} (2.7)

It is assumed that foreign output is also appropriately stochastically detrended without introducing new notation. Alternatively and without loss of generality we could assume that scaling variables for variables of home economy are expressed in terms of deviations from the foreign scaling variable. Combining (2.1) and (2.7) it follows that (omitting expectations operator for simplicity)

$$\hat{C}_t = \Psi C_t^* \left( \frac{Q_t^C}{Z_t^C} \right)^{\sigma} = \chi C_t^* \left[ \hat{Q}_t^{-\lambda} \hat{S}_t^{1-(1-\lambda)\omega} \right]^{\sigma}$$  \hspace{1cm} (2.8)

This expression holds for all \(t\). \(\Psi\) is a constant that depends on initial conditions (see Gali and Monacelli, 2005 for detailed treatment). \(Q_t^C \equiv \epsilon_t P_t^* / P_t^C\) is CPI-based real exchange rate. Log-linearization of (2.8) yields the exact relation (up to a constant)

$$\hat{c}_t = c_t^* + \sigma [(1 - 1 - \lambda) \omega \hat{\mu}_t - \lambda \hat{q}_t]$$  \hspace{1cm} (2.9)

For future reference it is useful to combine (2.9) and (2.3) to express the previous expression in terms of consumption of home tradable goods

$$\hat{c}_t^H = c_t^* + \gamma_\mu \hat{\mu}_t + \gamma_q \hat{q}_t$$  \hspace{1cm} (2.10)
where \( \tilde{\gamma}_q = (\theta - \sigma) \lambda \) and \( \tilde{\gamma}_\mu = \sigma(1 - (1 - \lambda) \omega) + (\theta^T - \theta) \omega \). Foreign demand for home traded variety is \( c^*H(j) = \left( \frac{P_H^M(j)}{P_H^{\mu}} \right)^{-\theta^T} \omega^* \left( \frac{P_H^C}{P_H^{\mu}} \right)^{-\theta^T} C_t^* \), where \( \omega^* \) represents the share of home goods in foreign consumption. Since home economy is a small open economy (small \( \omega^* \)) we can use the following simplifications: \( C_t^* = Y_t^{*H} \) and \( P_t^* = P_t^{*T} \). Plugging the previous expression into \( C_t^{*H} = \left[ \int_0^1 c^*H(j) \frac{q_{t-1}^q}{q_{t-1}^q} \, dj \right] \frac{q_{t-1}^q}{q_{t-1}^q} \) and log-linearizing we obtain (up to a constant):

\[
\tilde{c}_t^{*H} = c_t^* + \theta^T \tilde{\mu}_t = y_t + \theta^T \tilde{\mu}_t
\]

\( y_t^* \) is foreign output. Total (log) demand for nontradable goods (appropriately stochastically detrended) is \( y_t^N = \tilde{e}_t^N \). The definition of total demand for home tradable goods is (again stochastically detrended)

\[
Y_t^H = \left[ \int_0^1 (c^H(j) + c^*H(j)) \frac{q_{t-1}^q}{q_{t-1}^q} \, dj \right] \frac{q_{t-1}^q}{q_{t-1}^q}.
\]

\[
= (1 - \omega)(1 - \lambda) \tilde{C}_t \tilde{Q}_t^\lambda S_t^\mu(\theta^T - \theta\lambda) + \omega^* S_t^\theta Y_t^*
\]

\[
= (1 - \omega)(1 - \lambda) \chi Y_t^* \left[ \tilde{Q}_t^{-\lambda} S_t^{\mu-1(1-\lambda)} \right] \tilde{C}_t \tilde{Q}_t^\lambda S_t^\mu(\theta^T - \theta\lambda) + \omega^* S_t^\theta Y_t^*
\]

\[
= \chi Y_t^* S_t^\theta \left[ (1 - \omega)(1 - \lambda) \tilde{Q}_t^\mu \tilde{S}_t^{-\theta T} + 1 - (1 - \omega)(1 - \lambda) \right]
\]

The third equality makes use of (2.8), while the last equality uses the condition \( \lambda = 1 - (1 - \omega)(1 - \lambda) \) that is required to ensure balanced trade in the steady state\(^{3}\). Up to first-order approximation we obtain

\[
y_t^H = y_t^* + \gamma_q \tilde{q}_t + \gamma_\mu \tilde{\mu}_t
\]

(2.11)

where \( \gamma_q = (1 - \omega)(1 - \lambda) \tilde{\gamma}_q \) and \( \gamma_\mu = [1 - (1 - \omega)(1 - \lambda)] \theta + (1 - \omega)(1 - \lambda) \tilde{\gamma}_\mu \). Note that under the assumption \( \sigma = \theta^T = \theta = 1 \) this expression simplifies to

\[
y_t^H = y_t + \tilde{\mu}_t
\]

(2.12)

From (2.10) it also follows that

\[
y_t^H = \tilde{c}_t^H + \tau_q \tilde{q}_t + \tau_\mu \tilde{\mu}_t
\]

(2.13)

where \( \tau_q = [(1 - \omega)(1 - \lambda) - 1] \tilde{\gamma}_q \) and \( \tau_\mu = [(1 - \omega)(1 - \lambda) - 1] \tilde{\gamma}_\mu - \theta^T \). Collecting the results we obtain the sector-specific IS curves. Market clearing in the nontradable goods market requires \( y_t^N = \tilde{c}_t^N \), which leads to the IS curve for the nontradable sector

---

\(^{3}\)The proof of existence of unique steady state of stochastically detrended variables of the economy given the stated restriction on intial conditions is just an extension of the proof in Gali and Monacelli (2002). Repeating its construction in the paper would not yield any new insights.
corresponding expression for the tradable sector follows

\[ y_{t+1}^N = y_{t+2}^N - \sigma \left( i_{t+1} + \pi_{t+2}^N - \Delta z_{t+2}^N \right) - \beta_{i\mu}^N \Delta \hat{p}_{t+2} - \beta_{i\gamma}^N \Delta \hat{q}_{t+2} \]

where \( \beta_{i\mu}^N = (\theta - \sigma)(1 - \lambda) \omega \) and \( \beta_{i\gamma}^N = (\theta - \sigma)(1 - \lambda) \). Collecting (2.5) and (2.13) the corresponding expression for the tradable sector follows

\[ y_{t+1}^H = y_{t+2}^H - \sigma \left( i_{t+1} + \pi_{t+2}^H - \Delta z_{t+2}^H \right) - \beta_{i\mu}^H \Delta \hat{p}_{t+2} - \beta_{i\gamma}^H \Delta \hat{q}_{t+2} \]

where \( \beta_{i\mu}^H = \omega \left[ \theta^T - \theta \lambda - \sigma (1 - \lambda) \right] + \gamma_{i\mu} \) and \( \beta_{i\gamma}^H = (\theta^T - \sigma) \lambda + \gamma_{i\gamma} \). Note that all variables are expressed in terms of deviations from their natural levels. This means that \( y_t^i \) represent corresponding output gaps. As discussed in Ireland (2003) the assumption of partial adjustment in demand can fit better the data. Theoretically it can be justified with adjustment costs or habit persistence (see e.g. Giannoni and Woodford, 2003 for a formal derivation).

\[
y_{t+1}^H = \beta_y y_{t+1}^H + (1 - \beta_y) y_{t+1}^H
\]

\[
(2.14)
\]

\[
y_{t+1}^N = \beta_y y_{t+1}^N + (1 - \beta_y) y_{t+1}^N
\]

\[
(2.15)
\]

where an zero-mean i.i.d. demand shock \( \eta_{t+1}^H \) has been added and where \( \beta_y^i = (1 - \beta_y) \sigma, \beta_{i\gamma}^i = (1 - \beta_y) \beta_{i\gamma}^i \) and \( \beta_{i\mu}^i = (1 - \beta_y) \beta_{i\mu}^i \), \( i \in \{H, N\} \).

2.2 Supply side of the economy

In goods market equilibrium in each sector firms face the following demand schedules for their differentiated products

\[ Y_i^N (j) = Y_i^N \left( \frac{P_i (j)}{P_i^N} \right)^{-\theta_i^N} \text{ and } Y_i^H (j) = (C_i^H + C_i^N) \left( \frac{P_i (j)}{P_i^H} \right)^{-\theta_i^N} \]

\( Y_i^N, i \in \{N, H\} \) are aggregate demands for goods of sector \( i \), \( P_i (j) \) a price for domestic good \( j \), and \( P_i^N, i \in \{N, H\} \) are defined above. Own price elasticity of substitution between varieties \( \theta_i^N \) is allowed to differ across sectors. The model incorporates staggered price adjustment in the spirit of Calvo (1983), i.e. a firm chooses a new price \( P_i \) in period \( t \) with probability \( 1 - \alpha \), and keeps the same price as in previous period with probability \( \alpha \). In the calibration procedure \( \alpha \) is assumed to be the same in both sectors, however, we could easily allow it to differ. The optimization problem of a firm setting a new price in period \( t \) for \( i \in \{N, H\} \) it the following:

\[
\max_{P_i} E_{t-2} \left\{ \sum_{r=0}^{\infty} \alpha^r \tilde{L}_{t+r} \tilde{z}_{t+r} \left[ \tilde{P}_i^d - \left( \frac{1 - \tau^i}{A_{t+r}^i} \right) W_{t+r} \right] Y_i^{d^i} \left( \frac{P_i^d}{P_i^{d^i}} \right)^{-\theta_i^{d^i}} \right\}
\]
where $\tilde{A}_t$ is the marginal utility of consumer/producer’s nominal wealth in period $t$ and $\chi^i$ is sector-specific employment subsidy whose role is to neutralize the monopolistic distortion in efficient level of output. It is assumed that pricing decisions are predetermined two periods in advance in order to yield a more realistic inflation dynamics in the model. This specification has been advocated by Svensson (2000) and Woodford (2003) to yield the dynamics consistent with empirical evidence on the effect of monetary policy on inflation. Demand is appropriately stochastically detrended.

Firms operate the following production function:

$$Y^i_t = A^i_t l^i_t$$

where $A^i_t$ is a sector-specific productivity parameter. It is assumed that there exist an exogenously specified (negative) externality operating through costs of production, which implies the following form of the total cost function:

$$TC^i_t = W^i_t l^i_t \chi_t$$

If $\chi_t = 0$ for all $t$ the model exhibits a standard specification of the cost function for which it holds that an increase in $A^i_t$ reduces real unit costs of production. The problem with this specification is that in an open economy permanent improvement in tradable productivity reduces the relative price of home tradable goods relative to the world economy and thus worsens the terms of trade. Consequently the real exchange rate need not appreciate, which is inconsistent with the empirical evidence for new EU member countries presented in Figure 1. Contrary to the case of ratio of nontradable to tradable prices that exhibits a pronounced upward trend for all countries, the terms of trade do not exhibit a similar pronounced upward trend. Significant worsening of the terms is observed only for Latvia in the initial years, but after 1997 worsening disappears. To capture this empirical regularity we let the exogenous shifter of the cost function $\chi_t$ be correlated with aggregate level of productivity, i.e. $\chi_t = A^a_t \gamma_a$. With a properly parameterized $\gamma_a > 0$, we can simulate the type of productivity improvement that leads to the use of more expensive (also imported) inputs required to produce higher-quality goods, and use of more skilled labor in the production that is on average paid a higher real wage. What is important is that the externality spills over to other sectors of economy whenever the change in productivity in one sector changes also aggregate productivity. With a suitable choice of $\gamma_a$ we can obtain the equilibrium dynamics that is consistent with the basic feature of the Balassa-Samuelson effect: increase in nontradable to tradable price ratio while the terms of trade do not worsen without resorting to the implausible assumption of perfect competition in the tradable sector. As a result, optimal monetary policy can be studied in the situation where a permanent shock to tradable productivity results in appreciation of the real exchange rate. Such a specification of production function can in a very simple and stylized way fit better with the developments in the new member countries, because we can observe from the data that the catching-up process has spurred an upward adjustment of overall price levels with contemporaneous increase in real wages.

\[\text{I would like to thank Martin Wagner and Jaroslava Hlouskova for providing the data used to construct the price ratios presented in Figure 1.}\]
The log of technology parameter is specified to follow a AR(2) process with a unit root and a positive drift term:

\[ a_i^t = \ln A + (1 + \gamma^n) a_{i-1}^t - \gamma^n a_{i-2}^t + \eta_{i+1}^n, \quad i \in \{H, N\} \]

\( \eta_{i+1}^n \) is a zero-mean i.i.d. productivity shock and \( 0 \leq \gamma^n < 1 \). This specification allows for a simulation of permanent productivity increases of the type where a certain permanent productivity shock at time \( t \) continues to cumulate the level of productivity also in the future and only gradually reaches the new steady state.

The first-order condition of firms’ optimization problem is:

\[
E_{t-2} \left\{ \sum_{\tau=0}^{\infty} \alpha^\tau \bar{\Lambda}_{t+\tau} \Xi_{t,t+\tau} \left[ \frac{\bar{P}_i^t}{P_{i+\tau}^t} - \frac{\bar{\eta}^i}{\bar{\gamma}^i - 1} \frac{(1 - \tau^i) W_{i+\tau}}{A_{i+\tau}^t P_{i+\tau}^t} \right] P_{i+\tau}^t \gamma^d_{i+\tau} \left( \frac{\bar{P}_i^t}{P_{i+\tau}^t} \right)^{-\bar{\eta}^i} \right\} = 0 \tag{2.16} \]

where \( (\bar{\eta}^i / (\bar{\gamma}^i - 1)) \) measures the mark-up over marginal cost. In a symmetric equilibrium share \( 1 - \alpha \) of producers will set a new price in period \( t \), and share \( \alpha \) will keep the price at the previous level.

The drift term is assumed to be equal to the corresponding term in the exogenous process of foreign productivity.
The log-linear approximation of the first-order condition is performed around the perfect foresight, zero-inflation, balanced trade equilibrium. In particular, I allow for bounded fluctuations in \( \{ \bar{Y}_t^i, \Pi_t, \bar{\Pi}_t, \bar{\lambda}_t, \frac{W_t}{W_t^{PI}} \} \), \( i = \{ N, H \} \) around the steady state \( \{ Y, 1, 1, \bar{\lambda}, \frac{q^i_t - 1}{(1 - \chi^i)} \} \).

In the treatment of \( \lambda_t \) I follow Woodford (1996), who argues that pricing decisions of consumer/producers can make only an infinitesimal contribution to her budget constraint. Thus \( \lambda_t \) can be for simplicity treated as constant. Details of log-linear approximation are given in Appendix A. It leads to the following expression for the sector-specific Phillips curves\(^6\)

\[
\pi_{t+1}^i = \delta \pi_{t+2}^i + \phi^i \pi_t^i
\]

where

\[
\phi^i = \frac{(1 - \alpha^i) (1 - \alpha^i \delta)}{\alpha^i (1 + \varphi^i \delta)}
\]

and \( x^i \) are defined as follows

\[
x_t^H = \gamma_y y_t^H + \gamma^H \mu_t + \gamma^H \theta_t
\]
\[
x_t^N = \gamma_y y_t^N + \gamma^N \mu_t - \gamma^N \theta_t
\]

where \( y_t^i = y_t^i - y_t^{ni}, \mu_t = \mu_t - \mu_t^n, \theta_t = \theta_t - \theta_t^n \), and \( \gamma_y = (\varphi + \frac{1}{\sigma}) \), \( \gamma^H = \lambda \left[ 1 - \frac{\theta}{\sigma} \right] - \frac{\gamma_q}{\sigma} \), \( \gamma^N = (1 - \frac{\theta}{\sigma}) (1 - \lambda) \omega \) and \( \gamma^N = (1 - \frac{\theta}{\sigma}) (1 - \lambda) \).

The Appendix reports the derivation of the natural levels of output, the internal price ratio and the terms of trade. They are defined in the following way (all relations hold up to a constant)

\[
y_t^N = a_t^N
\]
\[
y_t^H = a_t^H + \frac{1}{1 + \varphi} \left[ \gamma_q y_t^N + \gamma^H \mu_t \right]
\]

\[
\mu_t^n = \frac{1}{\alpha^i} (y_t^N - y_t^i - \alpha q_t^n)
\]
\[
q_t^n = a_t^H - a_t^N
\]

Equations (2.18) - (2.20) uniquely determine the natural levels of sectoral outputs and natural levels of the internal price ratio and terms of trade as the function of sectoral productivity levels and foreign output. These expressions allow us also to determine \( Z_{t+1}^N \) (trivially from (2.18)) and \( Z_{t+1}^H \) from (2.10), (2.19) and (2.20).

Following Svensson (2000) it is assumed that general type of inertia and /or adjustment cost result in a simple partial adjustment of the inflation rate. It can be justified also by assuming partial indexation of prices with past sector-specific inflation rate by those monopolistic price setters that do not get the signal for optimal price adjustment in current period.

\(^6\) All small-case letters denote generically \( x \equiv d \log X \).
(Smets and Wouters, 2001). Together with the assumption that inflation is predetermined two periods in advance, we obtain

\[ \pi^i_{t+2} = \alpha_\pi \pi^i_{t+1} + (1 - \alpha_\pi) \left[ \delta \pi^i_{t+3} + \phi^i \pi^i_{t+2} \right] \]

where quantitites \( x^i_t, i \in \{H, N\} \) are specified in the Appendix A. The assumption of inflation being predetermined two periods allows the expectations of the instrument setting \( \pi^i_{t+1} \) to affect inflation. Note that \( \pi^i_{t+2} = \pi^i_{t+2} + \varepsilon^i_{t+2}, i \in \{N, H\} \), where \( \varepsilon^i_{t+2} \) is a sector-specific cost-push shock. The cost-push shock is added to the model ad hoc. It could be formally included in the model by assuming that the elasticity of demand parameter \( \beta^i \) is time varying and follows a stochastic stationary process (Ireland, 2003). This is, however, non-essential for the analysis in this paper. Defining \( \alpha^i_y = (1 - \alpha_\pi) \phi^i \gamma^y, \) \( \alpha^i_H = (1 - \alpha_\pi) \phi^i \gamma^H, \) and \( \alpha^i_q = (1 - \alpha_\pi) \phi^i \gamma^q, i \in \{N, H\} \) leads us to

\[ \pi^H_{t+2} = \alpha_\pi \pi^H_{t+1} + (1 - \alpha_\pi) \delta \pi^H_{t+3} + \alpha^H \gamma^y \pi^H_{t+2} + \alpha^H \gamma^H \pi^H_{t+2} + \varepsilon^H_{t+2} \] \( (2.21) \)

\[ \pi^N_{t+2} = \alpha_\pi \pi^N_{t+1} + (1 - \alpha_\pi) \delta \pi^N_{t+3} + \alpha^N \gamma \pi^N_{t+2} + \alpha^N \gamma^H \pi^N_{t+2} - \alpha^N \gamma^q \pi^N_{t+2} + \varepsilon^N_{t+2} \] \( (2.22) \)

which is the final specification of sector-specific Phillips curves of the model. In contrast to Phillips curve in the closed economy we can note that inflation stabilization requires also the stabilization of sectoral relative price gaps. This makes inflation stabilization in an open economy inherently more difficult because the stabilization of the general price level must allow also for relative price adjustment. This feature is even more important in the case considered in this paper. Permanent sector-specific productivity shocks induce a permanent change to natural level of the internal price ration and terms of trade. The central bank that fails to acknowledge that the BS effect causes an equilibrium appreciation of the real exchange rate also fails to achieve price stability.

### 2.3 Exogenous processes

Foreign variables are exogenously given to the small open economy. In particular, foreign inflation and output are assumed to follow stationary AR(1) processes

\[ \pi^* = \gamma^\pi \pi^*_{t-1} + \varepsilon^\pi_t \] \( (2.23) \)

\[ y^* = \gamma^y y^*_{t-1} + \eta^y_t \] \( (2.24) \)

where \( \varepsilon^\pi_t \) and \( \eta^y_t \) are white-noise processes. Furthermore, it is assumed that foreign consumer prices are equal to prices of foreign tradable goods. Foreign central bank follows a Taylor-type rule of the form

\[ i^*_t = f^1_\pi \pi^* + f^2_y y^* + \xi^t_{i,t} \] \( (2.25) \)

where \( \xi^t_{i,t} \) is a zero-mean i.i.d. foreign monetary policy shock.
2.4 Monetary policy

There are two potential sources of average inflation bias in monetary policy in this model. The first is the presence of market power in both tradable and nontradable sector; the second is the possibility of monetary policy to influence the terms of trade in presence of sticky prices in a way that is favorable to domestic consumers (see Corsetti and Pesenti, 2001). Following Rotemberg and Woodford (1999) it is assumed that the government distributes the lump-sum taxes to domestic producers in the form of an employment subsidy that eliminates the monopolistic distortion in steady state and thus the average inflation bias.\footnote{It is also assumed that the same occurs in the foreign economy.} The employment subsidies $\tau^N$ and $\tau^H$ are set so as to satisfy (complete derivation can be found in the Appendix)

\[ \frac{\partial N - 1}{\partial N} = (1 - \tau^N) \lambda \]
\[ \frac{\partial H - 1}{\partial H} = (1 - \tau^H) (1 - \lambda) (1 - \omega) \]

The model assumes that spending is predetermined one period and pricing decisions are predetermined two periods. This implies that current interest changes do not affect spending nor inflation. Moreover, any unanticipated movements in the interest rate do not have a role in stabilizing output or inflation. With even the slightest preference for interest rate smoothing optimal monetary policy would completely eliminate any unforecastable interest rate variation. This implies that in the present model discretionary decision making cannot improve the output - inflation variability trade-off in any period. The solution method for the rational expectation equilibrium considered in the paper is thus the solution under commitment that requires the following optimal interest rate setting

\[ i_t = E_{t-1} i_t \]

In other words, in each period $t$ the central bank acts so as to achieve the value of its instrument that has decided to set one period in advance. The path of the nominal exchange rate is linked to the interest rate through the uncovered interest rate parity relation. Complete international financial markets equalize the returns of foreign and domestic riskless bonds in terms of domestic currency

\[ E_t \Delta_{t,t+1} R_t = R^*_t \frac{E_{t+1}}{E_t} \]

and log-linearization of this condition leads to the uncovered interest rate parity condition

\[ i_t = i^*_t + \Delta e_{t+1/t} \tag{2.26} \]

Expected change in the terms-of-trade is then linked to the domestic and foreign nominal interest rates and domestic and foreign inflation through the real interest parity condition

\[ \Delta \mu_{t+1/t} = i_t - i^*_t + \pi^*_t + \pi^H_{t+1/t} - \pi^H_{t+1/t} \tag{2.27} \]
The central bank uses its instrument to minimize the following objective function

\[ J_t = E_t \sum_{\tau=0}^{\infty} \delta^\tau L_{t+\tau} \]

The period \( t \) component of the loss function is

\[ L_t = \mu^C (\pi^C_t)^2 + \mu^H (\pi^H_t)^2 + \mu^N (\pi^N_t)^2 + k^H_y (y^H_t)^2 + k^N_y (y^N_t)^2 \]

with all weights non-negative. Optimal weights are derived (see the Appendix for details) only for the special case \( \sigma = \theta^T = \theta = 1 \), derivation for the general case are left for future research. Optimal weights in the special case are as follows

\[
\begin{align*}
\mu^H &= \frac{(1 - \lambda) (1 - \omega)}{(1 - \alpha^H) (1 - \delta \alpha^H)} \theta^H \\
\mu^N &= \frac{\lambda \theta^N}{(1 - \alpha^N) (1 - \delta \alpha^N)} \\
k^H_y &= (1 - \lambda) (1 - \omega) (1 + \varphi) \\
k^N_y &= \lambda (1 + \varphi)
\end{align*}
\]

(and \( \mu^C = 0 \)). The same weights are for simplicity used also for the parameterization of the model that deviates from \( \sigma = \theta^T = \theta = 1 \). Monetary policy in such a case is not optimal. However, note that the focus of the paper is to determine whether the BS effects can lead to violation of the Maastricht inflation criterion when the policy the central bank essentially tries to target that criterion i.e. the inflation, given the commitment to enter the Euro area. In such a case using sub-optimal weights can still lead to valid conclusions as it should not be surprising to find that membership in the ERM II and the existence of Maastricht criteria constrain the monetary policy to act suboptimally.

### 2.5 Calibration of the model

Basic structural parameters of the model are chosen in accordance with the practice in the literature calibrating small open-economy models. The baseline specification of the model is able to reproduce the standard deviation of CPI inflation reported by Natalucci and Ravenna (2002) and Laxton and Pesenti (2003) for the case of the Czech Republic.

The paper considers two sets of values for the parameters \( \sigma, \theta^T \) and \( \theta \). Under the baseline scenario the papers considers the optimal welfare criterion as the objective function of the central bank. Validity of a simple second-order approximation to the utility function requires to set the intertemporal elasticity of substitution \( \sigma \) to unity (which implies \( U(\tilde{C}_t) = \ln \tilde{C}_t \)) and \( \theta^T = \theta = 1 \) (CES form for aggregate consumption collapses to Cobb-Douglas form). As a robustness check the model is parameterized also with empirically more plausible values. In this alternative scenario \( \sigma \) is set to 0.33, \( \theta^T \) to 1.5 and \( \theta \) to 0.5, which is in line with the literature. Laxton and Pesenti (2003) consider just a slightly different specification with
both $\theta^T$ and $\theta$ set to 1.1 and $\sigma = 0.33$. Smets and Wouters (2002) set $\theta^T$ to 1.5, which is also the choice of Natalucci and Ravenna (2002). The latter authors set $\theta$ to 0.5 in line with Stockman and Tesar (1995). The parameter determining the disutility of work $\varphi$ has been set to 3, the choice of Gali and Monacelli (2005). It implies a labor supply elasticity of 0.33.

The elasticities of substitution among differentiated products are chosen as to yield sensible steady state markups, which should fall within 1.1 and 1.4 (see Laxton and Pesenti, 2003). The elasticity of substitution for nontradable varieties $\theta^N$ is set to 6. Its counterpart in the nontradable sector $\theta^H$ is set to 10, reflecting a lower market power in the tradable sectors of open economies. This is still very different from the assumption of perfect competition in the tradable sector used in Natalucci and Ravenna (2002) or Calvo et al. (2002). As a consequence, terms of trade can change after a shock. The share of nontradables goods in consumption index $\lambda$ has been set to 0.45. This is very close to the nontradable shares in the new EU member states as calculated by Wagner and Hlouskova (2004). The share of domestically produced tradable goods in tradable consumption $\omega$ is assumed to be 0.5, which is in line with the choice of Natalucci and Ravenna(2002) and also corresponds to average consumption shares in GDP for the Czech Republic. The discount factor $\delta$ is 0.99.

On the supply side of the model the Calvo parameters are set to 0.5 in both sectors in the baseline. This implies a mean price quotation length of two quarters, which can be seen as realistic in small open economies. In the sensitivity analysis the case of a longer price quotation length is considered with $\alpha = 0.75$. This affects the variability of output gaps and inflation but it does not affect the basic conclusions of the paper as regards the inflationary consequences of the BS effect with optimal policy under commitment and associated path of the nominal exchange rate.

For foreign variables it is assumed that they follow stationary AR(1) processes. The autoregressive parameters for foreign inflation and foreign output is set to 0.8, which follows Svensson (2000). The foreign interest rate follows a Taylor rule with coefficient 1.5 on inflation and 0.5 on output.

For the coefficients on lagged inflation in the Phillips curves $\alpha_\pi$ and lagged output gap in the IS curves $\beta_y$ there is less evidence in the calibration for small open economies. Both parameters were set to 0.5, very close to the values estimated by Smets (2000) for the Euro area.

The most important parameter to calibrate was the persistence parameter for growth of productivity. The process should generate a large and gradual increase in productivity corresponding to the driving force of the catching-up process. For this reason I set $\gamma^n H = \gamma^n N = 0.95$. An initial shock of 1.7% percent to tradable productivity generates a roughly 30% increase in a ten-year period. Average yearly growth rate of tradable productivity is within a plausible range for Acceding countries and close to the increase considered by Natalucci and Ravenna (2002) (2.65%). This is a situation of a large increase in productivity induced by a single shock, such that it can be argued that the impulse responses presented below present responses of the economy in a situation of a very large increase in relative tradable-nontradable productivity.

The calibration of standard deviation of exogenous shocks of the model was less important for the purposes of this paper, because the focus is on generating a differential productivity.

---

8It has been checked that varying the elasticity of intertemporal substitution on the interval $[0.33, 1]$ does not change the conclusions of the paper.
growth of desirable size. They have been calibrated in a way that the model replicates the above-mentioned variability of inflation. The variance of productivity shocks is 0.25 in both sectors, for their demand counterparts it is 0.5. The variance of the remaining shocks: domestic cost-push shocks, foreign price, foreign output and the foreign interest rate shocks has been set to 0.2.

3 Effects of Permanent Sector-Specific Productivity Shocks

The model is solved for the rational expectations equilibrium under commitment using Söderlind’s method (1999). Figures 1-5 present the impulse responses to the tradable productivity shock of the size described in the previous section. Two types of model specification are considered. The first is the case with $\gamma_a = 0$, a classic productivity shock that leads to a decrease in prices of home tradable goods and worsening of terms of trade. The second is the case with $\gamma_a > 0$. In such a case the increase of tradable to nontradable productivity leads to appreciation of the internal price ratio as in the classic case, but with a suitable parameterization of $\gamma_a$ does not lead to worsening of the terms of trade. This allows to analyze the realistic situation new EU member countries are confronted with: catching-up process accompanied with real exchange rate appreciation. For each of the two specifications of the production technology the responses to the productivity shock are plotted for the baseline specification of the model: $\sigma = \theta^T = \theta = 1$ and the alternative where the parameters have been set to $\sigma = 0.33$, $\theta^T = 1.5$ and $\theta = 0.5$.

Figure 1 presents the impulse responses in case of a classic productivity shock and optimal monetary policy for the baseline model specification. The optimal response requires the central bank to increase the nominal interest rate that raises also the real interest rate. In principle the bank in such a case mimics the deviation in the natural real interest rate that also increases as can be seen from (2.14) and (2.15) accompanied by the fact that $\Delta \kappa^H$ increases. Consequently also the nominal exchange rate increases, which is also why the CPI inflation rate deviates positively from the steady state value, but not so dramatically that it would represent a significant risk to fulfilling the inflation Maastricht criterion. As mentioned above such productivity improvement in the tradable sector leads to appreciation of the nontradable - tradable price ratio; however, worsening of the terms of trade overweights the effect and leads to depreciation of the real exchange rate.

Similar conclusions are reached also by considering a model specification that does not use the assumption $\sigma = \theta^T = \theta = 1$ (see Figure 4 in the Appendix). In such a case the proposed policy is no longer optimal from the social welfare point of view, but the results are nevertheless reported for comparability. In this case the exchange rate channel of monetary policy transmission becomes operational. The responses are qualitatively similar to the benchmark. A slightly sharper initial response of the interest rate with faster decline in subsequent periods results in slightly smaller nominal and real depreciation. It thus holds also for this case that worsening of the terms of trade largely offsets the appreciation of the

---

9 A rigid fixed exchange rate regime that corresponds to a credible adoption of foreign currency results in a solution with multiple equilibria. The policy instrument is in all periods set at the level of the foreign policy rate and hence for a small open economy exogenously given. The indeterminacy result follows from a direct application of the results in Woodford (2003).
internal price ratio.\textsuperscript{10} The response of CPI inflation rate is comparable to the baseline.

\begin{figure}[h]
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\caption{Classic productivity shock - optimal monetary policy with baseline model specification}
\end{figure}

A different conclusion about optimal response of monetary policy emerges when the production technology is specified with $\gamma_a > 0$.\textsuperscript{11} It follows from (2.5) and (2.6) that in this case the aggregate (CPI-based) natural real interest rate temporarily falls. From real interest rate parity follows that this is what we should expect in a country experiencing real exchange rate appreciation. As we can observe from Figure 2, the real exchange rate in such a case indeed appreciates and the optimal response of monetary policy is to lower the nominal interest rate along the adjustment path. As a consequence the nominal exchange rate falls and the currency appreciates also in nominal terms. Even though in the home tradable sector there is no initial pressure to decrease prices \textit{per se}, nominal appreciation induces a negative response of home tradable inflation. This response, coupled with nominal appreciation, implies also that under optimal policy CPI inflation rate does not deviate significantly from zero.

Similar conclusions emerge also if we consider alternative model specification, but we keep the objective function of the central bank the same as in the baseline (see Figure 3). The responses of variables are similar both in terms of the response of the interest rate and nominal and real appreciation. Also, the variability of the output gap is smaller because of the exchange rate channel of monetary transmission that is additionally available to monetary

\textsuperscript{10}Note that a different response of the real exchange rate compared to the baseline model specification should not be surprising. As follows from equations (2.18) - (2.20) that the paths of natural levels of home tradable output and the terms of trade change.

\textsuperscript{11}$\gamma_a$ is set to $1/(1 - \lambda)$. This offsets the effect of differential productivity growth on the terms of trade in the baseline specification of the model.
As a simple robustness check I consider also the case of classic flexible CPI inflation targeting where the parameters in the central banks objective function are set to $k_C = 1$ and $k_H = k_N = 0.2$. From Figure 5 in the Appendix we observe that the findings about optimal response of the nominal interest rate and the nominal exchange rate do not change also in this case.

Figure 3: Balassa-Samuelson productivity shock - optimal monetary policy with baseline model specification

The results presented here lead to policy implications that differ substantially from the conclusions of Natalucci and Ravenna (2002). The reason lies in a different modelling approach. This paper constructs the Balassa-Samuelson shock as an equilibrium driving process and under perfect foresight the policymakers take this into account and do not attempt to revert this process. Resulting inflation and nominal exchange rate dynamics are not so dramatic to surely prevent the new EU member states to fulfill the inflation Maastricht criterion and go through a successful membership in the ERM II. In addition, the paper shows that the policy implications about the optimal response to the BS shock relies heavily on how we specify permanent tradable productivity improvement. If the productivity improvement leads to worsening of the terms of trade completely different implications follows relative to the case where the terms of trade do not worsen and thus do not offset the appreciating effect of the internal price ratio on the real exchange rate. In the new EU member states the data reveal a catching-up process accompanied by real exchange rate appreciation. In such a case, the CPI-based natural real interest rate is lower along the adjustment path, implying that a path of lower nominal interest rates is consistent with the optimal monetary response under commitment to differential productivity growth. This finding does not support the view that a drop of interest rates in the case of fast process of Euro adoption could lead to
overheating of the economy due to the Balassa-Samuelson effect.\footnote{Of course, other reasons, such as considerable fiscal and trade imbalances, could support the validity of such a view.}

4 Conclusion

The main objectives of the paper are first to analyze the inflationary consequences of the Balassa-Samuelson effect in a simple New Keynesian dynamic stochastic general equilibrium model with optimal monetary policy, and second, to check whether the optimal responses are in line with the institutional constraints ERM II system imposes on new EU member countries during the run-up to EMU.

The model presented in the paper is rather simple and does not model explicitly complex dynamics in the labor market and investment activity. However, it is realistically calibrated and sensitivity analysis revealed that variation in model’s main parameters do not change the conclusion. In addition, it is worth repeating that the productivity shock considered in the paper represents a rather large differential productivity increase generated by a single shock. In answer to the first question the analysis shows that the BS effect need not cause inflation differentials that would impose a significant threat to fulfilling the Maastricht inflation criterion. Of course, an important caveat is that the central bank must be able to pursue the goal of price stability under commitment. Discretionary behavior, real exchange rate targeting or imprudent fiscal policies, among other reasons, may lead to a different situation. However, the cause of potentially larger inflation differential in such a case does not lie directly in the presence of the Balassa-Samuelson effect.
One of the important reasons policymakers have stressed against fast adoption of the Euro is inappropriately low nominal (and real) interest rates within the ERM II systems that could potentially backfire demand and asset booms and ultimately lead to high inflation. One of the causes for such risks is also related to the Balassa-Samuelson effect (ECB, 2004). This reasoning is correct only if the productivity growth differential leads to significant worsening of the terms of trade that largely offsets the effect of increased nontradable - tradable price ratio on the real exchange rate. In such a case ERM II system would be inappropriate because it does not allow for an upward adjustment of the central parity. If, on the other hand, differential productivity growth does not lead to the offsetting effect of the terms of trade, different policy implications follows. Empirically the Balassa-Samuelson leads to real appreciation and such a scenario has been simulated within the model by considering a simple alternative specification of production technology. Even though in such a case the increase in tradable -nontradable productivity ratio does not lead to deflationary pressures in the tradable sector, pursuing the goal of price stability that is shown to be optimal at least under the baseline specification of the model does not result in positive inflation differential with respect to the rest of the world. The optimal response of the policy is to keep the nominal interest rates low along the adjustment path. This corroborates the fact that in a country facing real appreciation also the natural real interest rate is lower along the adjustment path. Because it is optimal for the nominal exchange rate to fall this does not represent an inconsistency with the institutional framework of the ERM II: a downward adjustment of the parity is formally allowed prior to the adoption of the Euro.
5 Appendix A: Derivation of the Phillips curves

It is useful first to find the expressions for real marginal cost in each sector. This will allow us to determine the natural levels of sectoral output, the internal price ratio and the terms of trade. Starting from the optimality condition for intratemporal allocation of leisure and consumption \( W_t / \hat{P}_t^C = \hat{C}_t^\frac{1}{\sigma} l_t (j) \) note that it can be written as

\[
\frac{W_t}{P_t^A} = \frac{\hat{P}_t^C}{\hat{P}_t^L} \hat{C}_t^\frac{1}{\sigma} (A_t^{d})^{-\varphi} \left( Y_t^{d} (j) \right)^{\varphi}
\]

where \( Y_t^{d} \) denotes the real demand to distinguish it from \( Y_t^{i} \) that denotes the output gap. Then the expression for the real marginal costs in the nontradable sector follows

\[
\frac{W_t x_t}{A_t N P_t^N} = \frac{Z_t^C P_t^C}{P_t^N} \frac{\hat{C}_t^\frac{1}{\sigma}}{Z_t^H P_t^H} \left( A_t^{N} \right)^{-(1+\varphi)} \left( Y_t^{d} N \left( A_t^{N} \right)^{\varphi} \right) \left( Y_t^{d} N \right)^{\varphi} \left( A_t^{N} \right)^{-(1+\varphi)} \left( \hat{P}_t^N / P_t^N \right)^{-\varphi}
\]

For the process of loglinear approximation of firms’ first-order condition it is useful to define an exact log-linear relationship (up to a constant)\(^{13}\)

\[
x_t^N = \ln x_t + z_t^N + \varphi y_t^{d} + \frac{1}{\sigma} y_t^{N} - (1 + \varphi) a_t^{N} - \left( 1 - \frac{\theta}{\sigma} \right) (1 - \lambda) (\hat{q}_t - \omega \hat{p}_t)
\]

where the second equality follows from the fact that \( y_t^{d} = a_t^{N} - \frac{1}{1+\varphi} \ln x_t \) (see below). I have also used the fact that \( \log Z_t^N = z_t^N = y_t^{d} \) i.e. the log of natural level of output in nontradable sector. \( y_t^{N} \) denotes the corresponding output gap. For the tradable sector the corresponding expression is

\[
\frac{W_t x_t}{A_t H P_t^H} = \frac{Z_t^C P_t^C}{Z_t^H Y_t^H} \frac{\hat{C}_t^\frac{1}{\sigma}}{Z_t^H Y_t^H} \left( A_t^{H} \right)^{-(1+\varphi)} \left( Y_t^{d} H \left( \hat{P}_t^H / P_t^H \right) \right)^{\varphi} \left( \hat{P}_t^H / P_t^H \right)^{-\varphi}
\]

\[
= \left( \frac{1}{(1 - \lambda)(1 - \omega)} \right) \frac{\hat{C}_t^\frac{1}{\sigma}}{Z_t^H Y_t^H} \frac{\hat{P}_t^C}{P_t^H} \left( \hat{P}_t^C / P_t^H \right)^{-\varphi} \left( \hat{P}_t^H / P_t^H \right)^{-\varphi} \left( \hat{P}_t^H / P_t^H \right)^{-\varphi} \left( \hat{C}_t^H \right)^{\frac{1}{\sigma}}
\]

\[
\times \left( A_t^{H} \right)^{-(1+\varphi)} \left( Y_t^{d} H \left( \hat{P}_t^H / P_t^H \right) \right)^{\varphi} \left( \hat{P}_t^H / P_t^H \right)^{-\varphi}
\]

\(^{13}\)This is essentially the deviation of log real marginal cost from the steady state value without \( \left( \hat{P}_t^N / P_t^N \right)^{-\varphi} \).
As for the nontradable sector we can define a similar log-linear relation\(^{14}\)

\[
x_t^H \equiv \ln \chi_t + z_t^H + \varphi y_t + \frac{1}{\sigma} \hat{c}_t^H - (1 + \varphi) \alpha_t^H + \omega \left[ (1 - \lambda) + \frac{\theta \lambda}{\sigma} - \frac{\theta^T}{\sigma} \right] \hat{\mu}_t + \lambda \left[ 1 - \frac{\theta}{\sigma} \right] \hat{q}_t
\]

\[
= y_t^H - \gamma \hat{q}_t - \gamma \mu_t + \varphi y_t + \frac{1}{\sigma} (y_t - \gamma \hat{q}_t - \gamma \mu) - (1 + \varphi) \alpha_t^H
\]

\[
+ \omega \left[ (1 - \lambda) + \frac{1}{\sigma} (\theta \lambda - \theta^T) \right] \hat{\mu}_t + \lambda \left[ 1 - \frac{\theta}{\sigma} \right] \hat{q}_t
\]

\[
= \left( \varphi + \frac{1}{\sigma} \right) y_t^H + \left\{ \omega \left[ \frac{1}{\sigma} (\theta \lambda - \theta^T) \right] - \frac{\gamma}{\sigma} \right\} \hat{\mu}_t + \left\{ \lambda \left[ 1 - \frac{\theta}{\sigma} \right] - \frac{\gamma}{\sigma} \right\} \hat{q}_t
\]

where the second line uses relation (2.13) that is consistent with balanced-trade equilibrium.

The steady-state value of the log real marginal cost \(mc^i_t\) is \(\xi^i_t \equiv -\log \frac{\varphi(\psi - 1)}{(1 - \psi)}\). By imposing the constant mark-up conditions for all \(t\) i.e. in the equilibrium with flexible prices the natural levels of output in each sector follow

\[
y_t^H = \alpha_t^H + \frac{1}{1 + \varphi} \left[ \gamma \hat{q}_t + \gamma \mu_t - \ln \chi^H + \log \frac{\varphi^H (\varphi - 1)}{(1 - \tau^H) (1 - \lambda) \bar{\lambda}} \right]
\]

\[
y_t^N = \alpha_t^N - \frac{1}{1 + \varphi} \ln \chi^N + \frac{1}{1 + \varphi} \log \frac{\varphi^N (\varphi - 1)}{(1 - \tau^N) \bar{\lambda}^N}
\]

Furthermore, from firms’ optimal pricing conditions in flexible-price equilibrium and by imposing balanced trade equilibrium we can obtain the natural levels of terms of trade and internal price ratio

\[
\mu_t^N = \frac{1}{\gamma} \left( y_t^H - \gamma - \gamma_q \gamma_q \right)
\]

\[
q_t^N = \alpha_t^H - \alpha_t^N
\]

where the expression for the natural terms of trade follows from (2.11). Both relations hold up to a constant.

Due to Calvo-type price staggering the price indexes in both sectors obey

\[
P_t^i = \left[ \alpha^i P_{t-1}^i (1 - \theta^i) + (1 - \alpha^i) P_{t-1}^i (1 - \theta^i) \right]^{1 - \psi}
\]

Using the definitions: \(\pi_t^i = \pi_t^i / P_t^i, \pi_t^i = \pi_{t+1}^{i-1} / P_t^i\) this can be more conveniently written as

\[
\pi_t^i = \left[ \alpha^i + (1 - \alpha^i) \pi_{t-1}^i (1 - \theta^i) \pi_{t-1}^i (1 - \theta^i) \right]^{1 - \psi}
\]

\[
= \alpha^i \left[ 1 - (1 - \alpha^i) \pi_{t-1}^i (1 - \theta^i) \pi_{t-1}^i (1 - \theta^i) \right]^{1 - \psi}
\]

\(^{14}\)Note that with \(\sigma = 1\) and \(\theta^T = \theta^N = 1\) the last two expressions simplify to \(z_t^N = (1 + \varphi) (y_t^N - \alpha_t^N)\) and \(z_t^H = (1 + \varphi) (y_t^H - \alpha_t^H)\) such that we can observe that the exchange rate channel is switched off.
The first-order condition (2.16) can be written in terms of stationary variables as

\[ E_{t-2} \left\{ \sum_{\tau=0}^{\infty} (\alpha \delta)^\tau \tilde{\Lambda}_{t+\tau} \left[ \prod_{s=1}^{\tau} \Pi_{t+s} \right] - \varphi^i \left( 1 - \chi^i \right) W_{t+\tau} \frac{\tilde{P}^i_{t+\tau} \tilde{C}^i_{t+\tau}}{\tilde{P}^i_{t+\tau} \tilde{C}^i_{t+\tau}} \right] \left( \frac{P^i_{t+\tau}}{P^i_{t+\tau}} \right)^{-\varphi^i} \right\} = 0 \]

The log-linearized first-order condition is

\[ E_{t-2} \left\{ \sum_{\tau=0}^{\infty} \alpha^\tau \delta^\tau \left[ (1 + \varphi \theta^i) \left( \tilde{\pi}^i_t - \sum_{s=1}^{\tau} \pi_{t+s}^i \right) - \pi_{t+\tau}^i \right] \right\} = 0 \]

with all components summable. After some manipulation we can obtain the following expression for the inflation rate of newly-set prices:

\[ E_{t-1} \tilde{\pi}^i_t = E_{t-2} \left\{ \alpha \delta \pi_{t+1}^i + \frac{1 - \alpha \delta}{1 + \varphi \theta^i} \pi^i_t \right\} + \alpha \delta E_{t-2} \tilde{\pi}_{t+1}^i \]

where \( \varphi^i \) are defined above. Then we can use the relation \( \pi^i_t = \frac{1 - \alpha}{\alpha} \pi^i_t \) \( i \in \{N, T\} \) to eliminate \( \tilde{\pi}^i_t \) and get

\[ \tilde{\pi}^i_{t/l-2} = \delta \tilde{\pi}^i_{t+1/l-2} + \varphi^i \pi^i_{x/l-2} \]

where

\[ \varphi^i = \frac{(1 - \alpha^i) (1 - \alpha^i \delta)}{\alpha^i (1 + \varphi \theta^i)} \]

This is expression (2.17) in the text. In terms of output gaps and deviations of relative sector prices from their natural levels we have

\[ \pi_{t/l-2}^H = \delta \pi_{t+1/l-2}^H + \varphi^H \left( \gamma y^H_{t/l-2} + \gamma^H_{\mu} \tilde{\mu}_{t/l-2} + \gamma^H_{q} \tilde{q}_{t/l-2} \right) \]

\[ \pi_{t/l-2}^N = \delta \pi_{t+1/l-2}^N + \varphi^N \left( \gamma y^N_{t/l-2} + \gamma^N_{\mu} \tilde{\mu}_{t/l-2} - \gamma^N_{q} \tilde{q}_{t/l-2} \right) \]

where the coefficients are given in the main text.

6 Appendix B: Derivation of the Welfare Loss Function

Derivation of the welfare loss function essentially follows Gali and Monacelli (2005) taking into account the specific setting of the present model. The presence of monopolistic power and associated deadweight losses imply a lower equilibrium level of output than is socially desirable. For the monetary policy this distorts the incentives and induces an average inflation bias. In the open economy monetary faces an additional channel that distorts its incentives. In combination with price stickiness there is a possibility to influence the terms of trade in a way that is beneficial to domestic economy. Following Rotemberg and Woodford (1999) it is assumed that the government distributes the lump-sum taxes to domestic producers in the form of an employment subsidy that eliminates the monopolistic distortion in steady state and thus the average inflation bias. It is also assumed that the same occurs in the foreign economy. In the derivation of the loss function I assume particular values of model.
parameters $\sigma = \theta^T = \theta = 1$ that offers a simple second-order approximation to the utility of the representative agent.

To achieve the optimal allocation the social planner maximizes $U (\hat{C}_t) - W (l_t)$ subject to the constraints: $Y_t^H = A_t^H l_t^H, Y_t^N = A_t^N l_t^N, l_t = l_t^H + l_t^N$ and

$$C_t = \lambda^{-\lambda} (Y_t^N)^{1-\lambda} (Y_t^H)^{(1-\lambda)(1-\omega)} (\chi Y_t^*)^{(1-\lambda)\omega}.$$  

Note that the last expression is an exact expression under the specific parameterization of the model and follows from noting that

$$\hat{C}_t^T = (1-\lambda) \chi Y_t^* \hat{S}_t^{1-\omega}$$
$$\hat{C}_t^H = (1-\lambda) (1-\omega) \chi Y_t^* \hat{S}_t$$
$$Y_t^H = \chi Y_t^* \hat{S}_t$$

Combining the first and third expression leads to

$$\hat{C}_t^T = (1-\lambda) \chi Y_t^* \hat{S}_t^{1-\omega}$$
$$= (1-\lambda) (1-\omega) \chi Y_t^* \left( \frac{Y_t^H}{\chi Y_t^*} \right)^{1-\omega}$$
$$= (1-\lambda) (\chi Y_t^*)^{\omega} (Y_t^H)^{1-\omega}$$

The first-order conditions for the optimal allocation in the small open economy are

$$\lambda U_C \frac{C_t}{Y_t^N} - W_t \frac{1}{A_t^N} = 0$$
$$\frac{(1-\lambda)(1-\omega) U_C}{Y_t^H} \frac{C_t}{Y_t^H} - W_t \frac{1}{A_t^H} = 0$$

$$W_t l_t^N = \lambda U_C C_t \quad (B.1)$$
$$W_t l_t^H = (1-\lambda)(1-\omega) U_C C_t \quad (B.2)$$

Under assumed preferences the first-order conditions imply (besides balanced trade for all $t$) also constant employment $l_t^N = \lambda l_t^N, l_t^H = [(1-\lambda)(1-\omega)]^{\frac{1}{1+\omega}}$. Below the following equilibrium relations will be used

$$W_t l_t^N = \lambda$$
$$W_t l_t^H = (1-\lambda)(1-\omega)$$

It also hold that optimal allocation satisfies
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\[
\frac{\partial^N - 1}{\partial^N} = MC^N \\
= (1 - \tau^N) \left( \frac{N}{N^N} \right)^{1+\varphi} \\
= (1 - \tau^N) \lambda
\]

and

\[
\frac{\partial^H - 1}{\partial^H} = MC^H \\
= (1 - \tau^H) \left( \frac{H}{H^H} \right)^{1+\varphi} \\
= (1 - \tau^H) (1 - \lambda) (1 - \omega)
\]

From the above expressions it follows that by setting \(\frac{\partial^N - 1}{\partial^N} = (1 - \tau^N) \lambda\) and \(\frac{\partial^H - 1}{\partial^H} = (1 - \tau^H) (1 - \lambda) (1 - \omega)\) the government ensures the optimal allocation in flexible price equilibrium and removes the average inflation bias.

Next I proceed with second-order approximation of the representative consumer’s utility function. \(U (\hat{C}_t)\) can be approximated as follows

\[
U (\hat{C}_t) = U + \ln \hat{C}_t + O \left( \left\| \Delta a_t, \eta_t^d, \varepsilon_t^p \right\|^3 \right)
\]

\[
= \lambda y_t^N + (1 - \lambda) (1 - \omega) y_t^H + t.i.p. + O \left( \left\| \Delta a_t, \eta_t^d, \varepsilon_t^p \right\|^3 \right)
\]

where I have used the general expression for second-order approximation of percentage deviation from steady state of generic variable \(X_t\) from steady state in terms of log deviations \(x_t\):

\[
\frac{X_t - X}{X} = x_t + \frac{1}{2} x_t^2 + O \left( \left\| \Delta a_t, \eta_t^d, \varepsilon_t^p \right\|^3 \right)
\]

The same expansion is used also below. \(W (l_t)\) is approximated as follows

\[
W (l_t) = W + \sum_{i=H,N} W_l l_i \left( \frac{l_i - l_t}{l_t} \right) + \frac{1}{2} W_{ll} \left( \frac{l_i - l_t}{l_t} \right)^2 + O \left( \left\| \Delta a_t, \eta_t^d, \varepsilon_t^p \right\|^3 \right)
\]

\[
= W + \sum_{i=H,N} W_{ll} \left( \frac{l_i - l_t}{l_t} \right) + \frac{1}{2} W_{ll} \left( \frac{l_i - l_t}{l_t} \right)^2 + O \left( \left\| \Delta a_t, \eta_t^d, \varepsilon_t^p \right\|^3 \right)
\]

\[
= W + W_{ll} \sum_{i=H,N} \left[ l_i \left( \frac{l_i - l_t}{l_t} \right) + \frac{1}{2} \phi l_i \left( \frac{l_i - l_t}{l_t} \right)^2 \right] + O \left( \left\| \Delta a_t, \eta_t^d, \varepsilon_t^p \right\|^3 \right)
\]

\[
= W + W_{ll} \sum_{i=H,N} \left[ l_i \left( \frac{l_i - l_t}{l_t} \right) + \frac{1}{2} \phi l_i \left( \frac{l_i - l_t}{l_t} \right)^2 \right] + O \left( \left\| \Delta a_t, \eta_t^d, \varepsilon_t^p \right\|^3 \right)
\]
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The second line uses $W_t \left( \frac{l_t}{t} \right)^2 = \varphi W_t \frac{l_t}{t}^2$ and the last $\frac{l_t - l_{t-1}}{t} = \frac{1}{2} \left( \hat{l}_t \right)^2 + O \left( \| \Delta a_t, \eta_t^d, \varepsilon_t^p \|^3 \right)$ where $\hat{l}_t = \ln \left( \frac{l_t}{l_{t-1}} \right)$. We can also note that $\hat{l}_t = \ln \left( \frac{y_t}{y_{t-1}} \right) + \ln \int_0^1 \frac{F_{t}(j)}{P_t} dj = y_t + \frac{\eta_t}{2} var_j p_t^i (j) + O \left( \| \Delta a_t, \eta_t^d, \varepsilon_t^p \|^3 \right)$ (see Gali and Monacelli, 2005 for a proof). Using equations (B.1) and (B.2) we can write

$$U \left( \hat{C}_t \right) - W \left( l_t \right) = -\frac{\lambda}{2} \left[ \psi^N var_j p_t^N (j) + \varphi \right] \left( y_t^N \right)^2 - \frac{\lambda}{2} \left[ \psi^H var_j p_t^H (j) + \varphi \right] \left( y_t^H \right)^2 + t.i.p. + O \left( \| \Delta a_t, \eta_t^d, \varepsilon_t^p \|^3 \right)$$

Furthermore, following Woodford (2003) we have

$$\sum_{\tau=0}^{\infty} \delta^\tau var_j p_t^i (j) = \frac{\alpha^i}{(1 - \alpha^i)(1 - \delta^i)} \sum_{\tau=0}^{\infty} \delta^\tau \left( \pi_t^i \right)^2$$

Collecting the results leads to

$$V_t = \sum_{\tau=0}^{\infty} \delta^\tau \left( U \left( \hat{C}_t \right) - W \left( l_t \right) \right) = -\frac{1}{2} \sum_{\tau=0}^{\infty} \delta^\tau \left[ \frac{\lambda}{(1 - \alpha^i)(1 - \delta^i)} \left( \pi_t^N \right)^2 + \lambda (1 + \varphi) \left( y_t^N \right)^2 + \left( \psi^N \psi^H \right) \left( \pi_t^H \right)^2 + \left( 1 - \lambda \right) \left( 1 - \omega \right) \left( 1 + \varphi \right) \left( y_t^H \right)^2 \right] + t.i.p. + O \left( \| \Delta a_t, \eta_t^d, \varepsilon_t^p \|^3 \right)$$
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Figure 5: Classic productivity shock - alternative model specification

Figure 6: CPI inflation targeting - alternative model specification